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Optimized design of windowed-sinc anti-aliasing filters
for phase-preserving decimation of hydrophone data

Yanwu Zhang,a) Paul R. McGill,b) and John P. Ryanc)

Monterey Bay Aquarium Research Institute, Moss Landing, California 95039, USA

ABSTRACT:
Passive acoustic monitoring generates large data sets for which decimation is beneficial to analysis and portability

for data sharing. Among the goals for effective decimation are avoidance of aliasing in the passband, accurate and

complete control of the attenuation profile, phase preservation, and high efficiency in processing. We present an

approach to decimator design that addresses each of these goals, and we demonstrate its application to ocean audio

recordings. Anti-aliasing is achieved by windowed-sinc filters that also preserve phase. Control of the passband

attenuation profile is based on the specification of the maximum allowed attenuation at a certain percentage of the

final output Nyquist frequency. The window type is selected to meet the stopband attenuation requirement.

Efficiency is achieved through optimization of the anti-aliasing filters applied in each decimation stage, and through

parallelization of processing. The best combination of the sinc function’s cutoff frequency and the mainlobe band-

width of the window function generates the shortest qualifying filter, optimizing the trade-off between filter perfor-

mance and computational load. Parallelization is enabled by applying the overlap-add method to contiguous

segments of audio data, consistent with the commonly used storage of contiguous audio data in files of limited dura-

tion. Beyond addressing common goals for effective decimation of audio data, the approach presented is deployable

in open-source environments. VC 2022 Author(s). All article content, except where otherwise noted, is licensed under
a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
https://doi.org/10.1121/10.0009823
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I. INTRODUCTION

A common need in the analysis of ocean passive acous-

tic monitoring data is decimation. A reduced sample rate

that meets requirements for analysis of many sound sources

can greatly reduce data volume, expedite data analysis, and

facilitate data sharing. Desirable attributes in a decimation

procedure include high-fidelity signal retention approaching

the Nyquist frequency (i.e., a narrow transition band), strong

attenuation across the stopband to prevent spectral leakage

(Oppenheim and Schafer, 1989), and preservation of

signal phase. More effective decimation procedures are

computationally expensive, thus introducing the need to

optimize filter design in order to achieve target performance

metrics with maximum computational efficiency. Here, we

describe and demonstrate an optimization approach for this

purpose.

The data for this demonstration are from a seabed-

mounted hydrophone connected to a cabled ocean observa-

tory installed at 890 m depth off central California (Ryan

et al., 2016). The cabled observatory supplies continuous

power to the hydrophone and transmits the hydrophone data

stream to shore in real time. The instrument sampling rate is

256 kHz. An example one-day spectrogram spanning from

5 Hz to 100 kHz (Fig. 1) represents a variety of sound sour-

ces including dolphins, three baleen whale species, and tran-

siting vessels. Many research topics concerning biological

and anthropogenic sound in the ocean can be studied using

audio data with a much lower sample rate of 2 kHz (Helble

et al., 2012; �Sirović et al., 2015; Oestreich et al., 2020;

Simonis et al., 2020; Ryan et al., 2021). In order to reduce

data storage and expedite data analysis, we constructed a

decimator that decreases the data sample rate from 256 to

2 kHz, while retaining spectral content below 1 kHz with

high fidelity. The method presented in this paper is applica-

ble to any decimation factor, and it can be implemented

with parallel architecture for rapid processing of large data

archives.

The decimation process is composed of an anti-aliasing

low-pass filter followed by down-sampling. The anti-

aliasing filter sufficiently attenuates spectral content above

the Nyquist frequency (Oppenheim and Schafer, 1989) to

prevent aliasing in the down-sampling step. To preserve

signal phase, we use symmetric finite impulse response

(FIR) filters to conduct low-pass filtering that provides

linear-phase responses in the frequency domain. In the time

domain, the same amount of delay is introduced for all fre-

quencies, thus retaining the temporal sequence of different

frequency components. In contrast, the nonlinear-phase

response of an infinite impulse response (IIR) filter
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introduces different delays for different frequencies, which

alters the temporal sequence of different frequency compo-

nents (Oppenheim and Schafer, 1989).

Among FIR filters, an often-used type is windowed-sinc

filters (Crochiere and Rabiner, 1981). They are formulated

by using closed-form expressions of the sinc and the win-

dow functions as shown below. Compared with the structure

of cascaded filters (Saramaki, 1984), windowed-sinc filters

are straightforward to design and easy to implement. A

windowed-sinc low-pass filter h nð Þ is the product of the nor-

malized sinc function and a certain window (Lyons, 2011;

Smith, 1997), expressed as follows:

h nð Þ ¼ s nð Þ � w nð Þ; (1)

where s nð Þ ¼ sinc 2fc sincnð Þ ¼ sin 2pfc sincnð Þ=ð2pfc sincnÞ is

the normalized sinc function (Oppenheim et al., 1983) and

fc sinc is the cutoff frequency; wðnÞ is the window function

with a finite length. Popular windows include the Hamming

window and the Blackman window (Oppenheim and

Schafer, 1989). In the frequency domain, the frequency

response of the windowed-sinc filter is the convolution of

the Fourier transform of the sinc function and that of the

window function:

H fð Þ ¼ S fð Þ�W fð Þ; (2)

where S fð Þ ¼ F½sðnÞ� and W fð Þ ¼ F½wðnÞ�; F½�� stands for

Fourier transform; “�” stands for convolution. S fð Þ has a

boxcar shape with cutoff frequency fc sinc. W fð Þ has a main-

lobe centered at zero frequency, and side lobes falling with

increasing frequency. The mainlobe bandwidth (MLW) and

the sidelobe heights depend on the type and length of the

window.

The convolution result, H fð Þ, is low-pass. When the

shapes of S fð Þ and W fð Þ change, the properties of the tran-

sition band of H fð Þ change accordingly. The cutoff

frequency of the passband of H fð Þ is determined by fc sinc of

S fð Þ; the steepness of the transition band of H fð Þ is deter-

mined by the MLW of W fð Þ. For example, in Fig. 2, three

pairs of different Blackman windows and sinc functions

produce three different Blackman-sinc low-pass filters (see

Sec. II). A shorter wðnÞ corresponds to a larger MLW of

W fð Þ, and consequently a wider transition band (i.e., a wider

interval between the passband cutoff frequency and the stop-

band start frequency) of H fð Þ. To minimize the computa-

tional load of low-pass filtering, we desire the shortest filter

whose transition band is the widest allowed yet still meets

the passband and stopband requirements.

The common practice in designing a windowed-sinc

low-pass filter (Smith, 1997) is: (i) set fc sinc of S fð Þ to the

desired passband cutoff frequency; (ii) calculate MLW of

W fð Þ based on the desired transition bandwidth. Ad hoc

adjustments of fc sinc and MLW settings are made to ensure

H fð Þ meets the passband and stopband requirements. In this

paper, we present a systematic way to find the shortest filter

that meets the requirements.

II. METHODS

A. Two-stage decimator design

When the decimation factor is large, multi-stage deci-

mation is more efficient than that of one stage (Crochiere

and Rabiner, 1975). Each stage achieves a fraction of the

desired factor. The gradual reduction of sample rate

imposes less-demanding filtering requirements resulting

in a shorter anti-aliasing low-pass filter in each stage.

Computational efficiencies with different numbers of

stages are analyzed in Crochiere and Rabiner (1975). The

analysis showed that generally the largest gains in effi-

ciency are obtained in going from a one-stage to a two-

stage design, and the benefit of using more stages is very

small.

Our filter optimization technique is applied to each

stage of the decimator, hence not restricted by the number

of stages chosen. In this paper, we consider decimating

data from 256 kHz sample rate to 2 kHz using a two-stage

decimator. We partition the decimation factor 256/2¼ 128

into two stages of decimation using a partition formula

(Crochiere and Rabiner, 1975): the 1st stage from 256 to

8 kHz (at a decimation factor of 32), and the 2nd stage

from 8 to 2 kHz (at a decimation factor of 4), as shown in

Fig. 3.

B. Designing the optimized windowed-sinc filter in
each decimation stage

The Blackman window produces windowed-sinc filters

that provide strong stopband attenuation and low passband

ripple (Lyons, 2011). In this paper, we use Blackman win-

dows to present the method, although the method is equally

valid for other window functions. A Blackman window of

length L is

FIG. 1. (Color online) Spectrogram of one day of data from the seabed-

mounted hydrophone.
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w nð Þ ¼
0:42� 0:5 cos

2pn

L� 1

� �

þ0:08 cos
4pn

L� 1

� �
for 0 � n � L� 1;

0 otherwise:

8>>>><
>>>>:

The mainlobe bandwidth MLWBlackman of W fð Þ is 6=L (typi-

cally L� 6), and the peak sidelobe amplitude is �57 dB

(Oppenheim and Schafer, 1989). L is also the length of the

windowed-sinc filter [Eq. (1)]. A Blackman-sinc low-pass

filter provides a stopband attenuation of 74 dB.

We intend to find the best combination of the sinc func-

tion’s cutoff frequency and the mainlobe bandwidth of the

window function to generate the shortest filter that meets the

passband and stopband requirements, and we call this pro-

cess “optimization.” We design the 1st-stage Blackman-sinc

low-pass filter for raw input data sampled at 256 kHz, with

the following requirements: in the passband from zero to

1 kHz, attenuation is less than 0.1 dB; in the stopband from

7 to 128 kHz, attenuation is greater than 74 dB. We want the

filter to be as short as possible to reduce the computational

load in decimation. When the data are down-sampled to

8 kHz, the passband spectrum from 4 to 7 kHz will be

aliased and folded back to the band from 1 to 4 kHz.

Nonetheless, this aliased spectral section (1–4 kHz) will be

filtered out in the 2nd-stage decimation. We allow a wide

transition band (from 1 to 7 kHz) in order to shorten the

length of the 1st-stage filter.

When S fð Þ is convolved with Wðf Þ [Eq. (2)], a range of

different combinations of fc sinc and MLWBlackman can pro-

duce filters all meeting the passband and stopband require-

ments, three of which are shown in Fig. 2. For filter No. 1

(upper left panel), the combination of f c sinc ¼ 1700 Hz and

MLWBlackman ¼ 2000 Hz (corresponding to L ¼ 769) produ-

ces a filter whose magnitude response starts to fall off at

1000 Hz. For filter No. 2 (upper middle panel), MLWBlackman

remains the same as that for filter No. 1 (hence the same L),

but f c sinc ¼ 6000 Hz is much higher than that for filter No.

1. Consequently, the filter’s magnitude response starts to fall

off at a much higher frequency of 5500 Hz. Magnitude

responses of filters No. 1 and 2 fall off with the same steep-

ness (because of the same L), but the falloff starts at a lower

and a higher frequency respectively. We note that the falloff

does not need to be steep but can be a gradual fall from 1 to

7 kHz, i.e., MLWBlackman is allowed to be much larger (corre-

sponding to a much smaller L). We adopt this strategy to

design Filter No. 3 (upper right panel) by using a much

larger MLWBlackman ¼ 7500 Hz (corresponding to a much

smaller L ¼ 205). However, the setting f c sinc ¼ 3500 Hz

FIG. 3. Diagram of the two-stage decimator. Each stage comprises a Blackman-sinc anti-aliasing low-pass filter followed by a down-sampler.

FIG. 2. (Color online) Design of the 1st-stage filter. Three pairs of sinc functions and Blackman windows (magnitude responses shown in different colors in

upper panels) produce three filters of different lengths (in corresponding colors in lower panel) that all meet the passband (zero to 1 kHz) and stopband

(from 7 to 128 kHz) requirements. Sample rate is 256 kHz.
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has to be just right to produce a filter that still satisfies the

passband and stopband requirements.

We search through a range of [MLWBlackman, fc sinc]

combinations to find the shortest qualifying filter, as shown

in Fig. 4. At a small MLWBlackman (corresponding to a large

L), a wide range of fc sinc settings is available to be com-

bined with this MLWBlackman to produce qualifying filters,

such as filters No. 1 and 2. When MLWBlackman increases

(corresponding to L decreasing), the range of usable fc sinc

settings shrinks, giving a wedge shape of the usable

[MLWBlackman, fc sinc] combinations. At the rightmost tip of

the wedge where MLWBlackman is the largest (corresponding

to the smallest L), there is only one usable fc sinc setting

(given the search grid resolution). This [MLWBlackman, fc sinc]

combination produces the shortest qualifying filter

(L ¼ 205, i.e., filter No. 3 in Fig. 2).

When the passband cutoff frequency gets closer to the

stopband start frequency, there is less room for expanding

MLWBlackman (corresponding to reducing L). Now we design

the 2nd-stage Blackman-sinc low-pass filter for input data

sampled at 8 kHz, with the following requirements: in the

passband from zero to 900 Hz, attenuation is less than 1 dB;

in the stopband from 1000 to 4000 Hz, attenuation is greater

than 74 dB. The interval between the passband cutoff fre-

quency and the stopband start frequency is only 100 Hz.

Three filters are compared in Fig. 5. Filters No. 1 and 2

(upper left and middle panels) are of the same length but dif-

ferent passband cutoff frequencies. Filter No. 3 (upper right

panel) takes a more gradual falloff in the transition band by

using a Blackman window of a larger MLWBlackman (corre-

sponding to a smaller L).

The wedge-shaped [MLWBlackman; fc sinc] combinations

that produce qualifying filters are shown in Fig. 6. The

[MLWBlackman; fc Sinc] combination at the rightmost tip of the

wedge produces the shortest filter (L ¼ 321, i.e., filter No. 3

in Fig. 5).

C. Comparison with filters designed
by the Parks-McClellan algorithm

We compare the 321-tap Blackman-sinc filter with two

filters (218-tap and 327-tap, respectively) designed by the

Parks-McClellan algorithm (Oppenheim and Schafer, 1989),

as shown in Fig. 7. The passband ripple of the three filters is

compared in the right panel. Both Parks-McClellan filters

meet the stopband requirement and have a steeper transition

band than that of the Blackman-sinc filter. However, the

Blackman-sinc filter is advantageous in providing a very flat

magnitude response (i.e., high fidelity) in the passband. The

218-tap Parks-McClellan filter’s passband ripple (60.2 dB)

is much higher than that of the 321-tap Blackman-sinc filter

(610�4 dB); the 327-tap Parks-McClellan filter’s passband

ripple (610�3 dB) is comparable with but still higher than

the Blackman-sinc filter’s passband ripple. In applications

where high fidelity in the passband is required, Blackman-

sinc filters cause very little amplitude distortion.

III. APPLICATION TO HYDROPHONE DATA
DECIMATION

A. Decimation using the optimized Blackman-sinc
filters

We use the 2-stage decimator designed in Sec. II1 to

decimate the hydrophone data stream from the raw sample

rate of 256 kHz down to 2 kHz. The 1st-stage decimation

uses the 205-tap Blackman-sinc filter (colored blue in Fig. 2)

with the passband from zero to 1 kHz and the stopband

from 7 to 128 kHz. The 2nd-stage decimation uses the 321-

tap Blackman-sinc filter (colored blue in Fig. 5) with the

passband from zero to 900 Hz and the stopband from 1 to

4 kHz.

We apply the decimator to a 10-min section of the

hydrophone data shown in Fig. 1, during the second vessel

transit beginning 20:41:26. The power spectral densities

FIG. 4. (Color online) For designing the 1st-stage filter, the usable [MLWBlackman, fc sinc] combinations that produce filters meeting the passband and

stopband requirements. The rightmost tip of the wedge corresponds to the shortest filter.
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(PSDs) of the raw data (256 kHz sample rate), the 1st-stage

decimated data (8 kHz sample rate), and the 2nd-stage deci-

mated data (i.e., the final output data; 2 kHz sample rate) are

compared in Fig. 8. PSDs are computed by the Welch’s

method (Stoica and Moses, 1997) (segment length¼ 15 s

using the Blackman window; 50% overlap between

segments).

In the frequency range from zero to 900 Hz, the PSD of

the final output data overlaps with that of the raw data, thus

meeting the requirement of high-fidelity retention of the raw

hydrophone data’s spectral content up to 900 Hz. The two-

stage decimation significantly reduces the amount of data

for expedited data analysis, while satisfactorily retaining the

desired signal band and excluding the unwanted band.

B. Computational efficiency

When an N-point data sequence of 256 kHz sample rate

passes the 1st-stage filter of length L1, the computational

load of convolution is N � L1 multiply-adds. The output data

sequence is then down-sampled by a factor of 32, producing

an N/32-point data sequence of 8 kHz sample rate. When

this sequence passes the 2nd-stage filter of length L2, the

computational load is N=32 � L2 multiply-adds. Hence the

FIG. 5. (Color online) Design of the 2nd-stage filter. Three pairs of sinc functions and Blackman windows (in different colors in upper panels) produce three

filters of different lengths (in corresponding colors in lower panel) that all meet the passband (zero to 900 Hz) and stopband (from 1000 to 4000 Hz) require-

ments. Sample rate is 8 kHz.

FIG. 6. (Color online) For designing the 2nd-stage filter, the usable [MLWBlackman; fc sinc] combinations that produce filters meeting the passband and

stopband requirements.
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total computational load is ðN � L1Þ þ ðN=32 � L2Þ ¼ N½L1

þðL2=32Þ� multiply-adds. The 1st-stage filter length has a

much heavier weight than the 2nd-stage filter length in the

total computational load because the 1st-stage filter is

applied to data sampled at a much higher sample rate.

Plugging in L1 ¼ 205 and L2 ¼ 321, the total computational

load is 215N multiply-adds.

In each stage of decimation, in the down-sampling step

only every Mth data point of the anti-aliasing filter output is

retained (where M is the decimation factor) and the other

output data points are thrown away. In place of direct imple-

mentation where filtering is followed by down-sampling,

polyphase implementation can reduce the computational

load by a factor of M by using a bank of M polyphase sub-

filters (Oppenheim and Schafer, 1989). Each sub-filter has a

length of L/M (where L is the length of the anti-aliasing fil-

ter), and only processes every Mth data point of the input

data sequence. The computation savings come from down-

sampling first and then filtering.

For long filters, “fast Fourier transform (FFT) con-

volution” can run faster than the standard convolution

(Smith, 1997; Oppenheim and Schafer, 1989). “FFT con-

volution” uses the principle that the Fourier transform of a

time-domain convolution equals a multiplication in the

FIG. 7. (Color online) Comparison between the magnitude responses of the Blackman-sinc filter and two Parks-McClellan filters (left panel: from passband

to stopband between 800 and 1100 Hz; right panel: close-up view of passband ripple between zero and 900 Hz).

FIG. 8. (Color online) Performance of the two-stage decimation.
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frequency domain, and takes advantage of the computational

efficiency of the FFT and inverse fast Fourier transform

(IFFT) algorithms. The procedure is: the input signal is

transformed into the frequency domain using FFT, multi-

plied by the frequency response of the filter which is also

computed by FFT, and then transformed back into the time

domain using IFFT (Smith, 1997).

A long data sequence can be divided into shorter seg-

ments. Each segment passes the 2-stage decimator, and then

the processed segments can be seamlessly recombined using

the “overlap-add” method (i.e., overlapping and adding the

tails and heads of successive segments) (Smith, 1997;

Oppenheim and Schafer, 1989). Using this method, the deci-

mation job can be allocated to multiple processors for paral-

lel processing. Note that the “overlap-add” method is

applicable to FIR filters but not to IIR filters; this is yet

another consideration when we choose to use FIR anti-

aliasing filters.

C. Comparison with some signal processing software
packages

Some signal processing software packages offer

“canned” decimation functions. In this section, we compare

our approach with “decimate” functions in MATLAB and

Python in terms of anti-aliasing performance and suitability

for parallel processing.

1. Anti-aliasing performance

MATLAB and Python both have a decimation function

giving the option of using an FIR anti-aliasing filter.

However, the user can only specify the filter length but not

the desired passband and stopband attributes. To facilitate

the assessment of anti-aliasing performance, we add two

strong interference tones of 1010 and 1100 Hz to the 10-min

hydrophone data to form the raw input. If the added interfer-

ence tones were weak, their aliased tones in the passband

would be buried in the hydrophone signal and hard to assess.

We use the 205-tap Blackman-sinc filter to implement the

1st-stage decimation of factor 32. For the 2nd-stage decima-

tion of factor 4, we compare the performance of the 321-tap

Blackman-sinc filter, the MATLAB Signal Processing Toolbox

function decimate(X, 4, 321, ‘fir’), and the Python SciPy

package function scipy.signal.decimate(X, 4, n¼ 320, ftype
¼“fir”), where X is the 1st-stage decimation output. The

lengths of the anti-aliasing FIR filters in MATLAB and Python

decimate functions are set to the same as the Blackman-sinc

filter (the length setting in the Python decimate function is

one less than the filter length).

The anti-aliasing performance is compared in Fig. 9.

The 1010-Hz interference (just above the Nyquist frequency

1 kHz) makes a sensitive test because any unfiltered remnant

will stand out as an aliased mirror tone (about the Nyquist

frequency) at 990 Hz, where the hydrophone data PSD is

suppressed in the transition band of the 2nd-stage low-pass

filter. The introduction of the 1100-Hz tone is aimed at eval-

uating aliasing of higher-frequency interference. As shown

in Fig. 9(a), the 2nd-stage Blackman-sinc filter attenuates

the 1010-Hz interference by 79 dB. After decimation, the

aliased mirror tone at 990 Hz is 79 dB weaker than the

1010-Hz interference tone. The 1100-Hz interference is

attenuated by 89 dB so that the aliased mirror tone at 900 Hz

is 89 dB weaker than the 1100-Hz interference tone. These

strong attenuations effectively suppress aliasing.

As shown in Fig. 9(b), when the MATLAB decimate func-

tion is used for the 2nd-stage filtering and decimation, the

aliased mirror tone at 990 Hz is only 11 dB weaker than the

1010-Hz interference tone (i.e., 8% of the interference

tone’s power is leaked into the passband). This is caused by

the anti-aliasing filter’s passband cutoff frequency being set

too high, so that the 1010-Hz tone interference is only

slightly attenuated. In practice, if there are strong acoustic

sources (e.g., instrument noise or ambient sound) just above

the Nyquist frequency (1 kHz in this case), the insufficient

anti-aliasing will lead to aliased spectral content and possi-

ble errors in the analysis of the decimated data. The aliased

mirror tone at 900 Hz is 57 dB weaker than the 1100-Hz

interference tone, but the attenuation is not as strong as that

provided by the 2nd-stage Blackman-sinc filter. The anti-

aliasing performance of the Python decimate function is

very close to that of the MATLAB decimate function, as shown

in Fig. 9(c). The aliasing problem could be mitigated if the

“decimate” functions are redefined to allow the user to

FIG. 9. (Color online) Comparison of anti-aliasing performance using the

Blackman-sinc anti-aliasing filters (a) or MATLAB and Python decimate func-

tions (b) an (c).
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specify passband and stopband attributes of the anti-aliasing

low-pass filter.

2. Concatenation and parallel processing

Audio recordings having a high sample rate are com-

monly stored in files of relatively short duration. This intro-

duces a requirement to seamlessly concatenate output from

decimation of data contained in separate original files, as

well as an opportunity to accelerate processing of large data

sets through parallel processing. An effective approach to

concatenation is the “overlap-add” method (Smith, 1997;

Oppenheim and Schafer, 1989), which allows separately

processed segments to be seamlessly combined. This

method requires that when each segment is convolved with

the filter, the entire output of convolution be retained. For

the sake of clarity, let us only consider filtering but not

down-sampling. Suppose each segment has a length of K,

and the FIR filter has L taps. Then the entire output of length

KþL-1 must be retained. When the successive filtered seg-

ments are recombined, the length L-1 “tail” of one filtered

segment is overlapped and added with the length L-1 “head”

of the next filtered segment, and so on. Canned decimation

functions cannot be applied in this way because they cut off

the “tail” of the convolution output. If one simply concate-

nates the successive decimated segments in an attempt to

reconstruct the decimated output of the original long data

sequence, discontinuity errors will be introduced at the seg-

ment junctions because of the missing “tails” of the seg-

ments. Application of the overlap-add method has the

further advantage of enabling effective parallelization of

decimation processing.

IV. CONCLUSION

Effective and efficient decimation is essential to

research using audio data. This contribution encompasses

the major elements of decimator design required to achieve

high quality and high efficiency. The quality of decimation

output is defined by prevention of spectral leakage, exact

control of the attenuation profile, and phase preservation.

The efficiency of decimation processing relies on both the

design of filters and the scalability of processing. By finding

the optimal combination of the sinc function’s cutoff fre-

quency and the mainlobe bandwidth of the window function,

we can design the shortest windowed-sinc low-pass filter

that meets the signal retention and exclusion needs. Using

the optimized Blackman-sinc filters as the anti-aliasing fil-

ters, we constructed a two-stage decimator for decimating

hydrophone data. In contrast to the “canned” decimation

functions in some software packages, the approach pre-

sented allows for complete control of the filters and a thor-

ough understanding of their effects on the data. Further,

application of the overlap-add method enables this approach

to take full advantage of parallelization to accelerate the

processing of voluminous passive acoustic monitoring data

sets.
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